Laboratory Module 3
Optimal Binary Search Trees

Purpose:
- understand the notion of an optimal binary search tree
- to build, in C, an optimal binary search tree

1 Optimal Binary Search Trees

1.1 General Presentation

An optimal binary search tree is a binary search tree for which the nodes are arranged on levels such that the tree cost is minimum.

For the purpose of a better presentation of optimal binary search trees, we will consider “extended binary search trees”, which have the keys stored at their internal nodes. Suppose “n” keys k1, k2, …, kn are stored at the internal nodes of a binary search tree. It is assumed that the keys are given in sorted order, so that k1 < k2 < … < kn. An extended binary search tree is obtained from the binary search tree by adding successor nodes to each of its terminal nodes as indicated in the following figure by squares:

![Binary Search Tree and Extended Binary Search Tree](image)

Figure 1. a) Binary Search Tree b) Extended Binary Search Tree

In the extended tree:
- the squares represent terminal nodes. These terminal nodes represent unsuccessful searches of the tree for key values. The searches did not end successfully, that is, because they represent key values that are not actually stored in the tree;
- the round nodes represent internal nodes; these are the actual keys stored in the tree;
- assuming that the relative frequency with which each key value is accessed is known, weights can be assigned to each node of the extended tree (p1 … p6). They represent the relative frequencies of searches terminating at each node, that is, they mark the successful searches.

If the user searches a particular key in the tree, 2 cases can occur:
- Case 1 – the key is found, so the corresponding weight ‘p’ is incremented;
- Case 2 – the key is not found, so the corresponding ‘q’ value is incremented.
Where optimal binary search trees may be used

In general, word prediction is the problem of guessing the next word in a sentence as the sentence is being entered, and updates this prediction as the word is typed. Currently “word prediction” implies both “word completion and word prediction”. Word completion is defined as offering the user a list of words after a letter has been typed, while word prediction is defined as offering the user a list of probable words after a word has been typed or selected, based on previous words rather than on the basis of the letter. Word completion problem is easier to solve since the knowledge of some letter(s) provides the predictor a chance to eliminate many of irrelevant words.

Online dictionaries rely heavily on the facilities provided by optimal search trees. As the dictionary has more and more users, it is able to assign weights to the corresponding words, according to the frequency of their search. This way, it will be able to provide a much faster answer, as search time dramatically decreases when storing words into a binary search tree.

Word prediction applications are becoming increasingly popular. For example, when you start typing a query in google search, a list of possible entries almost instantly appears.

GENERALIZATION: the terminal node in the extended tree that is the left successor of $k_j$ can be interpreted as representing all key values that are not stored and are less than $k_j$. Similarly, the terminal node in the extended tree that is the right successor of $k_n$ represents all key values not stored in the tree that are greater than $k_n$. The terminal node that is succeeded between $k_i$ and $k_{i-1}$ in an inorder traversal represents all key values not stored that lie between $k_i$ and $k_{i-1}$.

In the extended tree in the above figure if the possible key values are 0, 1, 2, 3, ..., 100 then the terminal node labeled $q_5$ represents the key values 0 to 1, 2, 3. If $k_i=3$ the terminal node labeled $q_3$ represents the key values between $k_i$ and $k_{i-1}$. If $k_i=7$ and $k_{i-1}=21$ then the terminal node labeled $q_5$ represents the key values between $k_i$ and $k_{i-1}$. If $k_i=90$ then the terminal node labeled $q_5$ represents the key values between $k_1$ and $k_{i-1}$.

An obvious way to find an optimal binary search tree is to generate each possible binary search tree for the keys, calculate the weighted path length, and keep that tree with the smallest weighted path length. This search through all possible solutions is not feasible, since the number of such trees grows exponentially with “n”.

An alternative would be a recursive algorithm. Consider the characteristics of any optimal tree. Of course it has a root and two subtrees. Both subtrees must themselves be optimal binary search trees with respect to their keys and weights. First, any subtree of any binary search tree must be a binary search tree. Second, the subtrees must also be optimal.

Since there are “n” possible keys as candidates for the root of the optimal tree, the recursive solution must try them all. For each candidate key as root, all keys less than that key must appear in its left subtree while all keys greater than it must appear in its right subtree. Stating the recursive algorithm based on these observations requires some notations:

- $\text{OBST}(i,j)$ denotes the optimal binary search tree containing the keys $k_i$, $k_{i+1}$, ..., $k_j$;
- $W_{i,j}$ denotes the weight matrix for $\text{OBST}(i,j)$
- $W_{i,j}$ can be defined using the following formula:
  \[
  W_{i,j} = \sum_{k=\ell+1}^{j} p_k + \sum_{k=\ell}^{j} q_k
  \]
- $C_{i,j}$, $0 \leq i \leq j \leq n$ denotes the cost matrix for $\text{OBST}(i,j)$
- $C_{i,j}$ can be defined recursively, in the following manner:
  \[
  C_{i,i} = W_{i,i}
  \]
  \[
  C_{i,j} = W_{i,j} + \min_{k \in \mathbb{N}} (C_{i,k-1} + C_{k,j})
  \]
- $R_{i,j}$, $0 \leq i \leq j \leq n$ denotes the root matrix for $\text{OBST}(i,j)$
Assigning the notation $R_{i,j}$ to the value of $k$ for which we obtain a minimum in the above relations, the optimal binary search tree is OBST(0, n) and each subtree OBST(i, j) has the root $k_{R_{i,j}}$ and as subtrees the trees denoted by OBST(i, k-1) and OBST(k, j).

- OBST(i, j) will involve the weights $q_i-1$, $p_i$, $q_i$, ..., $p_j$, $q_j$.

All possible optimal subtrees are not required. Those that are consist of sequences of keys that are immediate successors of the smallest key in the subtree, successors in the sorted order for the keys.

The bottom-up approach generates all the smallest required optimal subtrees first, then all next smallest, and so on until the final solution involving all the weights is found. Since the algorithm requires access to each subtree’s weighted path length, these weighted path lengths must also be retained to avoid their recalculation. They will be stored in the weight matrix ‘W’. Finally, the root of each subtree must also be stored for reference in the root matrix ‘R’.

Here is the procedure for computation of the Root, Weight and Cost matrix.

**COMPUTE** (nr,dr_med)

for $i=0,2,...,nr$ do
  $g(i,i)$ ← $q_i$
for $j=i+1,i+2,...,nr$ do
  $g(i,j)$ ← $g(i,j-1)+q_i+p_i$
for $i=0,1,...,nr$ do
  $c(i,i)$ ← $g(i,i)$
for $i=0,1,...,nr-1$ do
  $j$ ← $i+1$
  $c(i,j)$ ← $c(i,i)+g(i,j)$
  $r(i,j)$ ← $j$
for $d=2,3,...,nr$ do
  for $i=0,1,...,nr-d$ do
    $min$ ← 32000
    for $k=i+1,i+2,...,d+1$ do
      $x$ ← $c(i,k-1)+c(k,d+i)$
      if $x < min$
        then
          $min$ ← $x$
          $m$ ← $k$
      $c(i,d+i)$ ← $min+g(i,d+i)$
      $r(i,d+i)$ ← $m$

Here is the procedure for building the tree, using the Root matrix.

**BUILD_OBST**(i,j)

if $i=j$
  then $p$ ← 0
else
  $p$->left ← **BUILD_OBST**(i,$r(i,j)$-1)
  $p$->key ← key(r(i,j))
  $p$->right ← **BUILD_OBST**(r(i,j),j)
return $p$

The algorithm requires $O(n^2)$ time and $O(n^2)$ storage. Therefore, as ‘$n$’ increases it will run out of storage even before it runs out of time. The storage needed can be reduced by almost half by implementing the two-dimensional arrays as one-dimensional arrays.
1.2 Example of Optimal Binary Search Tree (OBST)

Find the optimal binary search tree for N = 6, having keys $k_1 \ldots k_6$ and weights $p_1 = 10$, $p_2 = 3$, $p_3 = 9$, $p_4 = 2$, $p_5 = 0$, $p_6 = 10$; $q_0 = 5$, $q_1 = 6$, $q_2 = 4$, $q_3 = 4$, $q_4 = 3$, $q_5 = 8$, $q_6 = 0$. The following figure shows the arrays as they would appear after the initialization and their final disposition.

<table>
<thead>
<tr>
<th>Index</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>-</td>
<td>10</td>
<td>3</td>
<td>9</td>
<td>2</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>q</td>
<td>5</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

The values of the weight matrix have been computed according to the formulas previously stated, as follows:

\[
W(0, 0) = q_0 = 5 \quad W(0, 1) = q_0 + q_1 + p_1 = 5 + 6 + 10 = 21 \\
W(1, 1) = q_1 = 6 \quad W(0, 2) = W(0, 1) + q_2 + p_2 = 21 + 4 + 3 = 28 \\
W(2, 2) = q_2 = 4 \quad W(0, 3) = W(0, 2) + q_3 + p_3 = 28 + 4 + 9 = 41 \\
W(3, 3) = q_3 = 4 \quad W(0, 4) = W(0, 3) + q_4 + p_4 = 41 + 3 + 2 = 46 \\
W(4, 4) = q_4 = 3 \quad W(0, 5) = W(0, 4) + q_5 + p_5 = 46 + 8 + 0 = 54 \\
W(5, 5) = q_5 = 8 \quad W(0, 6) = W(0, 5) + q_6 + p_6 = 54 + 0 + 10 = 64 \\
W(6, 6) = q_6 = 0 \quad W(1, 2) = W(1, 1) + q_2 + p_2 = 6 + 4 + 3 = 13 \\
\]

--- and so on ---

until we reach:

\[
W(5, 6) = q_5 + q_6 + p_6 = 18
\]

The elements of the cost matrix are afterwards computed following a pattern of lines that are parallel with the main diagonal.
C(0, 0) = W(0, 0) = 5
C(1, 1) = W(1, 1) = 6
C(2, 2) = W(2, 2) = 4
C(3, 3) = W(3, 3) = 4
C(4, 4) = W(4, 4) = 3
C(5, 5) = W(5, 5) = 8
C(6, 6) = W(6, 6) = 0

Figure 3. Cost Matrix after first step

C(0, 1) = W(0, 1) + (C(0, 0) + C(1, 1)) = 21 + 5 + 6 = 32
C(1, 2) = W(0, 1) + (C(1, 1) + C(2, 2)) = 13 + 6 + 4 = 23
C(2, 3) = W(0, 1) + (C(2, 2) + C(3, 3)) = 17 + 4 + 4 = 25
C(3, 4) = W(0, 1) + (C(3, 3) + C(4, 4)) = 9 + 4 + 3 = 16
C(4, 5) = W(0, 1) + (C(4, 4) + C(5, 5)) = 11 + 3 + 8 = 22
C(5, 6) = W(0, 1) + (C(5, 5) + C(6, 6)) = 18 + 8 + 0 = 26

*The bolded numbers represent the elements added in the root matrix.

Figure 4. Cost and Root Matrices after second step

C(0, 2) = W(0, 2) + min(C(0, 0) + C(1, 2), C(0, 1) + C(2, 2)) = 28 + min(28, 36) = 56
C(1, 3) = W(1, 3) + min(C(1, 1) + C(2, 3), C(1, 2) + C(3, 3)) = 26 + min(31, 27) = 53
C(2, 4) = W(2, 4) + min(C(2, 2) + C(3, 4), C(2, 3) + C(4, 4)) = 22 + min(20, 28) = 42
C(3, 5) = W(3, 5) + min(C(3, 3) + C(4, 5), C(3, 4) + C(5, 5)) = 17 + min(26, 24) = 41
C(4, 6) = W(4, 6) + min(C(4, 4) + C(5, 6), C(4, 5) + C(6, 6)) = 21 + min(29, 22) = 43

Figure 5. Cost and Root matrices after third step

And so on

C(1, 5) = W(1, 5) + min(C(1, 1) + C(2, 5), C(1, 2) + C(3, 5), C(1, 3) + C(4, 5), C(1, 4) + C(5, 5)) =
= 39 + min(81, 64, 75, 78) = 103

...
Figure 6. Final array values

The resulting optimal tree is shown in the bellow figure and has a weighted path length of 188.

Computing the node positions in the tree is performed in the following manner:
- The root of the optimal tree is $R(0, 6) = k_3$;
- The root of the left subtree is $R(0, 2) = k_1$;
- The root of the right subtree is $R(3, 6) = k_6$;
- The root of the right subtree of $k_1$ is $R(1, 2) = k_2$;
- The root of the left subtree of $k_6$ is $R(3, 5) = k_5$;
- The root of the left subtree of $k_5$ is $R(3, 4) = k_4$.

Thus, the optimal binary search tree obtained will have the following structure:

![Optimal Binary Search Tree Diagram](image)

Figure 7 – The Obtained Optimal Binary Search Tree

### 2. Sample coding

```c
#include <stdio.h>
#include <stdlib.h>
#define NMAX 20

typedef struct OBST{
    int KEY;
    struct OBST *left, *right;
}OBST;

int C[NMAX][NMAX]; // cost matrix
int W[NMAX][NMAX]; // weight matrix
int R[NMAX][NMAX]; // root matrix
int q[NMAX]; // unsuccessful searches
int p[NMAX]; // frequencies
```
void COMPUTE_W_C_R()
{
    int x, min;
    int i, j, k, h, m;

    //Construct weight matrix W
    for(i = 0; i <= NUMBER_OF_KEYS; i++) {
        W[i][i] = q[i];
        for(j = i + 1; j <= NUMBER_OF_KEYS; j++)
            W[i][j] = W[i][j-1] + p[j] + q[j];
    }

    //Construct cost matrix C and root matrix R
    for(i = 0; i <= NUMBER_OF_KEYS; i++)
        C[i][i] = W[i][i];
    for(i = 0; i <= NUMBER_OF_KEYS - 1; i++) {
        j = i + 1;
        C[i][j] = C[i][i] + C[j][j] + W[i][j];
        R[i][j] = j;
    }
    for(h = 2; h <= NUMBER_OF_KEYS; h++)
        for(i = 0; i <= NUMBER_OF_KEYS - h; i++) {
            j = i + h;
            m = R[i][j-1];
            min = C[i][m-1] + C[m][j];
            for(k = m+1; k <= R[i+1][j]; k++){
                x = C[i][k-1] + C[k][j];
                if(x < min) {
                    m = k;
                    min = x;
                }
            }
            C[i][j] = W[i][j] + min;
            R[i][j] = m;
        }

    //Display weight matrix W
    printf("The weight matrix W:\n");
    for(i = 0; i <= NUMBER_OF_KEYS; i++)
        for(j = i; j <= NUMBER_OF_KEYS; j++)
            printf("%d  ", W[i][j]);
    printf("\n");

    //Display Cost matrix C
    printf("The cost matrix C:\n");
    for(i = 0; i <= NUMBER_OF_KEYS; i++)
        for(j = i; j <= NUMBER_OF_KEYS; j++)
            printf("%d  ", C[i][j]);
    printf("\n");

    //Display root matrix R
}
printf("\nThe root matrix R:\n");
for(i = 0; i <= NUMBER_OF_KEYS; i++) {
    for(j = i; j <= NUMBER_OF_KEYS; j++)
        printf("%d  ", R[i][j]);
    printf("\n");
}

//Construct the optimal binary search tree
OBST *CONSTRUCT_OBST(int i, int j){
    OBST *p;
    if(i == j)
        p = NULL;
    else{
        p = new OBST;
        p->KEY = KEYS[R[i][j]];
        p->left = CONSTRUCT_OBST(i, R[i][j] - 1); //left subtree
        p->right = CONSTRUCT_OBST(R[i][j], j); //right subtree
    }
    return p;
}

//Display the optimal binary search tree
void DISPLAY(OBST *ROOT, int nivel){
    int i;
    if(ROOT != 0) {
        DISPLAY(ROOT->right, nivel+1);
        for(i = 0; i <= nivel; i++)
            printf("      ");
        printf("%d
", ROOT->KEY);
        DISPLAY(ROOT->left, nivel + 1);
    }
}

void OPTIMAL_BINARY_SEARCH_TREE()
{
    float average_cost_per_weight;
    COMPUTE_W_C_R();
    printf("C[0] = %d W[0] = %d
", C[0][NUMBER_OF_KEYS], W[0][NUMBER_OF_KEYS]);
    average_cost_per_weight = C[0][NUMBER_OF_KEYS]/(float)W[0][NUMBER_OF_KEYS];
    printf("The cost per weight ratio is: %fn", average_cost_per_weight);
    ROOT = CONSTRUCT_OBST(0, NUMBER_OF_KEYS);
}

int main(){
    int i, k;
    printf("Input number of keys: ");
    scanf("%d", &NUMBER_OF_KEYS);
    for(i = 1; i <= NUMBER_OF_KEYS; i++) {
        scanf("%d", &KEYS[i]);
        scanf("%d", &p[i]);
    }
    for(i = 0; i <= NUMBER_OF_KEYS; i++)
        printf("q[%d] = ", i);
    for(i = 0; i <= NUMBER_OF_KEYS; i++)
        printf("\n");
scanf("%d",&q[i]);
}
while(1) {
    printf("1.Construct tree\n2.Display tree\n3.Exit\n");
    scanf("%d", &k);
    switch(k) {
    case 1:
        OPTIMAL_BINARY_SEARCH_TREE();
        break;
    case 2:
        DISPLAY(ROOT, 0);
        break;
    case 3:
        exit(0);
        break;
    }
}

3. Assignments

1) Write a program that creates a binary tree, whose node data structure contains an additional field called 'COUNTER'; use the tree search procedure which counts each searched element; after a certain number of searches, the 'COUNTER' fields are used as weights for the reconstruction of the tree under the form of an optimal tree. For each terminal node there will be used two additional nodes for storing the unsuccessful searches.

2) Add a SEARCH () function to the sample algorithm in order to enable the user to search for a certain key in the constructed optimal binary search tree. If the key is found, increase its corresponding frequency 'p'; otherwise, if the search ends unsuccessfully, increase the corresponding 'q' value. Note that after the search, certain modifications may appear in the tree. Compute the matrices W, C and R again, in order to make sure the structure of the tree is correct.

3) Suppose that we are designing a program to simulate the storage and search in a dictionary. Words appear with different frequencies, however, and it may be the case that a frequently used word such as "the" appears far from the root while a rarely used word such as "conscientiousness" appears near the root. We want words that occur frequently in the text to be placed nearer to the root. Moreover, there may be words in the dictionary for which there is no definition. Organize an optimal binary search tree that simulates the storage and search of words in a dictionary.